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Australia's National Supercomputer and Data Facility

Foundational 
infrastructure for 
the country
Australian technological and scientific progress relies on computational 
infrastructures to be in a competitive place. The National Computational 
Infrastructure (NCI), the unique supercomputing, big data and artificial 
intelligence facility in Australia, builds the user friendly environment for 
researchers to meet its science and innovation needs.

Comprising one of the country’s most high-impact research for Australia and the 
powerful supercomputers tightly integrated world. We enable the innovation, creativity, 
with extensive data repositories and cloud and productivity of nearly 7,000 Australian 
computing environments, NCI provides the scientists to address contemporary 
heterogenous computational infrastructure challenges and realise new business growth 
to empower high-end computational and social and economic opportunities. 
science and technological discovery NCI resources underpin research to develop 
with advanced opportunities. improved medical treatments, health 

services, artificial intelligence technologies, Enhanced by system administration 
quantum computing, new materials and experts, HPC, storage and cloud technical 
regional climate responses, to name a few.experts, enthusiastic helpdesk staff, data 

scientists, experienced trainers, visualisation The Australian Government and the 
specialists and networking engineers, Australian research sectors support NCI 
NCI provides the services that extend 

through a broad collaboration delivering 
and enhance the impact of this national 

significant returns for science and society. 
scientific platform.

The Department of Education’s National 
NCI’s services are critical for driving Collaborative Research Infrastructure 
economic opportunities for Australia. Strategy (NCRIS), the largest national 
We offer national leadership and the science agencies (CSIRO, the Bureau 
technological expertise to power of Meteorology, Geoscience Australia), 
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leading universities, research infrastructure 
platforms and industry partners all invest 
in NCI’s unique offering: a powerful 
co-located computing, data and software 
stack resources expanding the capabilities 
of Australian research. By leveraging 
significant joint investments in this shared 
platform, we offer incredible productivity 
and efficiency boosts and empower 
discovery across nationally significant 
research domains.

Australian researchers are at the forefront 
of international science in areas including 
quantum computer development, localised 
climate prediction and personalised 
medicine through genome sequencing. 
Each of these disciplines is sped up by the 
combined data, computing and expertise 
available through the NCI platform. By tightly 
connecting more than 100 petabytes of 
research data storage to the world-class 
Gadi supercomputer, and building analysis 
tools and environments to extract the 
most value from the research and data, 

NCI has created a foundational platform at 
the centre of Australian science.

NCI are also actively working with other 
NCRIS facilities at project levels to support 
nationally prioritised areas, which is not 
possible without close collaboration at the 
national scale. Our platform seamlessly 
integrates all the components from 
internal and external facilities to produce 
global impact. The leadership and stability 
that provides the research community is 
reflected in the growing number of users, 
major collaborators and international peers 
working with NCI. New technologies and 
new scientific opportunities flow from 
the integrated platforms we provide in 
conjunction with our collaboration with 
our peer facilities.

As a result of our services and investment 
in these capabilities, Australian researchers 
are set to make more high-impact 
discoveries and innovations now and in 
the near future.
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Message from the Chair

Dr Greg Ayers FTSE 
NCI Advisory Board Chair

The same technologies we 
are seeing sweep into our 
everyday lives are bringing new 
opportunities to the world of 
high-performance computing and 
big data. Supercomputers, large 
data collections, machine learning 
and artificial intelligence are now 
core building blocks of scientific 
innovation and technology 
development in Australia and 
around the world. The National 
Computational Infrastructure 
(NCI) is playing a central role 
in providing the leadership and 
underpinning platform to support 
cutting-edge scientific discovery.

This year, NCI has continued to build out its 
support for Australian research by enhancing 
existing platforms and extending the range 
of community support mechanisms. 
It is important to remember that as 
computational science grows, its most 
valuable component is the experts, scientists 
and technicians who take it forward. 
The greatest scientific results, and the most 
productive environments, will come from 
close collaborations between user groups 
and infrastructure providers.

NCI’s partnerships continue to expand, 
with the University of Newcastle joining 
in 2023 and the New South Wales 
Government’s Department of Planning 
and Environment preparing to extend its 
commitment to NCI in support of crucial 
state-based climate prediction workloads. 
Additionally, NCI is continuing to work 
closely with partners from the National 
Collaborative Research Infrastructure 
Strategy to underpin important computing 
and data projects across the country.

NCI is working closely with AuScope on 
geophysical data modernisation and 
analysis software enhancements. Similarly, 
NCI’s partnership with the Australian 
Earth System Simulator (ACCESS-NRI) 
illustrates the overlaps and co-benefits 
of Australia’s research infrastructures 
sharing their platforms and expertise. 
With supercomputing and data technologies 
at the centre, Australian researchers continue 
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to produce world-class science with benefits 
across our society.

To better support life-changing research, 
NCI has developed its 3 Science and 
Technology Flagships: Climate, Weather 
and Geosciences; Biomedical and 
Genomics Data; and the AI Growth Enabler 
at NCI (AIGENCI). These 3 broad domains 
represent areas of focus on technology, 
skills and community development for NCI, 
with significant opportunities to be had 
through connecting the science to NCI’s 
platform innovations. In the genomics 
arena, the growing partnership between 
NCI, leaders in cancer research and the 
pharmaceutical industry through the 
Precision Oncology Screening Platform 
Enabling Clinical Trials (PrOSPeCT) will 
directly benefit cancer patients and ongoing 
diagnosis and treatment.

NCI’s renewed emphasis on science 
leadership is matched by exciting growth 
in NCI’s technical capability. The upgrade 
to the Gadi supercomputer in March of this 
year provided an additional 4 Petaflops 
of computational performance from 
74,880 state-of-the-art Sapphire Rapids 
processors from Intel. This mid-cycle boost 
has already increased the performance 
of certain large simulations by more than 
40%. Alongside this, NCI has added new 
storage capacity, bringing total storage to 
more than 100 Petabytes. Important works 
are now underway to augment the facility’s 
electrical supply in anticipation of future 
supercomputer expansions.

I am gratified to see how much progress 
has been made in the past year to provide 
a powerful mix of technical platforms, 
research environments and community 
leadership to a growing and diverse user 

base. Significantly, NCI has continued 
to scale up its workforce development 
efforts through frequent and extensive 
training programs and courses. These 
now feature discipline-specific workshops, 
Artificial Intelligence sessions and extended 
collaborative courses, including industry-
supported hackathons that employ 
hands-on challenges through which future 
leaders can develop their ideas and skills.

Another aspect of community leadership is 
apparent through the suite of public events 
on the NCI calendar. It was wonderful to see 
the return of the Australasian Leadership 
Computing Symposium (ALCS) in Canberra 
in June, co-hosted with peer facilities the 
Pawsey Supercomputing Research Centre 
and the New Zealand eScience Infrastructure. 
This unique cross-disciplinary event truly 
represents the best of Australian science: 
collaborative, innovative, diverse and 
future-focused. Following on from ALCS, 
preparations are now underway for the 
Supercomputing Asia 2024 conference, 
which will be hosted by NCI in Sydney in 
February, the first time it will be taking 
place outside of Singapore. This gathering 
of supercomputing users, vendors and 
operators from regional nations will 
showcase Australia’s place among the world 
leaders in high-performance computing and 
data science.

As we look ahead to an exciting upcoming 
year, we are also embarking on a refresh 
of the NCI Strategic Plan and will 
begin planning for the next-generation 
infrastructure that will be required post-Gadi. 
These strategic activities present important 
opportunities for NCI to further cement 
the organisation’s solid basis and its vital 
mission for the coming years.
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Director’s Report

Professor Sean Smith FAAAS 
NCI Director

NCI has seen significant 
environmental, business and 
operational developments 
during 2022–2023.

With face-to-face events now possible, 
NCI has increased their training events, 
encompassing more in-person engagement 
between mentors and participants. These 
events are already producing notable 
results and very positive feedback from 
NCI’s user communities. In-person 
hackathons run collaboratively between 
NCI and NVIDIA experts have facilitated 
the rapid development of AI capabilities 
for participating teams both from within 
Australia and across the Indo-Pacific region. 

NCI has continued to develop its network 
of international collaborations with other 
world leading supercomputing facilities. 
During February 2023, NCI staff also actively 
participated in 2 international meetings. At the 
Advanced Data Analytics and Computing 
Institute workshop (ADAC12) in Kobe, Japan, 
NCI formally executed a Memorandum of 
Understanding with Japan’s RIKEN facility, 
home of the world #4 Fugaku supercomputer, 
to facilitate future collaborations. At the 
Supercomputing Asia Conference in 
Singapore (SCA23), NCI’s team worked 
closely with the organisers in preparation for 
hosting this international meeting outside of 
Singapore for the first time in 2024, in Sydney. 
NCI will lead the conference organisation in 
Sydney with 6 other national facilities from 
across the Asia-Pacific region. NCI will also 
host ADAC14. The working group meeting is 
the first of this pre-eminent global consortium 
of national and international supercomputing 
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facilities to be held outside the northern 
hemisphere. By bringing internationally 
significant events to Australia and leading 
them, NCI is bringing Australia significant 
recognition and raising our capability profile in 
the global High-Performance Computing and 
Data (HPCD) arena.

During 2023, the watershed PrOSPeCT 
Modern Manufacturing Initiative (MMI) 
Collaboration Stream grant, spearheaded 
by lead organisation OMICO together 
with foundation partners NCI Australia, 
Roche Pharmaceutical and the Child Cancer 
Institute of Australia, formally launched and 
began operating. NCI hosts and manages 
the unique cancer clinical trial datasets for 
more than 20,000 patients to be screened 
over the coming 2 year period. These data 
sets will collectively constitute a globally 
unique, high-value and high-impact data 
asset for the pharmaceutical industry to 
advance cancer patient treatment protocols 
and outcomes.

In 2023, the NSW Department of Planning 
and Environment (DPE) becomes the 
second major collaborator organisation 
with representation on NCI’s Advisory 
Board, joining UNSW Sydney, and 
Foundation Collaborator organisations 
Australian National University (ANU), CSIRO, 
Geoscience Australia and the Bureau 
of Meteorology in contributing to the 
governance of NCI. This reflects a growing 
maturation of the governance of NCI, a 
process that we can envisage will continue 
to develop as the diversity of major services 
provided by NCI for Australia increases.

With COP28 running in December 2023, the 
issues of environmental sustainability and 
climate change loom ever larger both within 

Australia and internationally. In this context, 
it is important to recognize the fact that NCI 
is one of only two national supercomputing 
facilities globally that run on electricity 
generated entirely from renewable energy 
sources. Given the Australian Capital 
Territory’s unique green electricity grid 
status, the fact that NCI pulls workloads 
from across the country implies that it is 
contributing year on year to substantial 
carbon emission reductions for all of 
its clients located outside the ACT. This 
positions NCI as a global leader in climate-
conscious HPC technology.

In a rapidly evolving national digital research 
ecosystem, with users’ ‘comfort zones’ being 
diversely Tier1 national facilities, institution 
based facilities, or different cloud platforms, 
it has become a significant strategic priority 
for NCI to work towards interoperability 
between its platforms and other major 
parts of the digital ecosystem. Accordingly, 
NCI has engaged over the past year in a 
purposeful exploration with commercial 
cloud partners to understand use cases that 
will demand seamless transition to, or from, 
commercial cloud. This effort is now yielding 
substantial use cases that will be drivers 
for the implementation of this plan over 
the coming year. 

Researchers are taking advantage of NCI’s 
concrete, considered solutions to respond 
to key national policy priorities - developing 
software, building foundational knowledge 
and growing national capabilities in critical 
emerging technologies including Artificial 
Intelligence and quantum computing. NCI 
Australia is evolving rapidly with a bright vision 
for Australia’s future in high-performance 
computing and big data services.
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Highlights of the year

NCI partner in Indigenous genomics grants 
from the Medical Research Future Fund

– September 2022

NCI-supported researcher Dr Adele Morrison 
receives the Malcolm McIntosh Prize for 
Physical Scientist of the Year

– November 2022

GPU Hackathons co-organised by NCI and 
NVIDIA take place in person

– November 2022 / June 2023

NCI and Japan’s RIKEN Centre for 
Computational Science sign Memorandum 
of Understanding

– February 2023
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Hannah Kessenich, a recipient of a 2023 
HPC-AI Talent Program scholarship, 
presenting at ALCS2023.

Inaugural recipients of HPC-AI Talent 
Program Scholarships announced

– February 2023

Gadi supercomputer expanded 
with world-leading Intel Sapphire 
Rapids processors

– March 2023

Australasian Leadership Computing 
Symposium takes place with 200 attendees 
in Canberra

– June 2023

NCI, Pawsey Supercomputing Research 
Centre and Australian Research Data 
Commons sign Memorandum of 
Understanding to support the Digital 
Research Skills Australia (DReSA) 
training platform

– June 2023



12

NCI ANNUAL REPORT 2022–23

Australia's National Supercomputer and Data Facility

On the Horizon
In the coming 12 months, NCI will take significant steps to further 
support the Australian HPC and data community with updated technology, 
events and a determined focus on key research areas.

Delivering the electricity to power 
future supercomputers

Through 2023 and 2024, NCI will build 
a major expansion of our electrical 
infrastructure, providing us with an extra 
4.5 Megawatts of power supply on top of 
the 3 Megawatts already in place. This new 
capacity will power the next generation of 
NCI’s supercomputing and data storage 
systems for the next decade, all using 100% 
renewable energy.

Upgrading computing platforms in 
high demand

Hot on the heels of the world-leading 
Sapphire Rapids CPU upgrade to Gadi in 
March 2023, NCI is looking to expand our 
computational capacity with a significant 
procurement of cutting-edge Graphics 
Processing Units (GPUs). These new units 
will complement the existing NVIDIA V100 
GPUs and A100 DGX boxes with many more 
powerful GPUs for machine learning and 
artificial intelligence.
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Hosting an international 
supercomputing conference

NCI will host the Supercomputing Asia 
conference in Sydney in February 2024, 
the first time this event will happen outside 
Singapore. Working with international 
partner facilities, SCA 2024 aims to promote 
a vibrant and shared high-performance 
computing and Artificial Intelligence 
ecosystem in Asia for both the public 
and private sectors.

Building dedicated support for science 
and technology flagships

NCI is formalising its support for national 
priority science through 3 new Flagships: 
Climate, Weather and Geosciences; 
Biomedical and Genomics Data; and the 
Artificial Intelligence Growth Enabler at 
NCI. Over 2023–24, we will build cross-
disciplinary environments suitable for 
advanced computing and data analytics in 
these core areas of Australian science.

The official launch of PrOSPeCT, featuring the 
NCI team alongside project lead Professor David 
Thomas, third from left.

Supporting cancer treatments 
and diagnosis research

As one of the three core partners in 
the $185 million Precision Oncology 
Screening Platform Enabling Clinical Trials 
(PrOSPeCT) program, NCI will continue 
to provide technological leadership, 
hardware support and software 
development to this critical national 
project to improve clinical trials, cancer 
treatments and drug development. NCI is 
central in securing the data and providing 
large-scale computing power to enable 
future rigorous scientific analysis and 
clinical use.
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Case study #1 
Deep learning for 
genome science
Researchers are turning to Artificial Intelligence (AI) to understand the 
human genome better. By combining novel computing methods with 
extensive genomic datasets, they are developing new ways to understand 
how genes are expressed in the body to better support health advances 
in Australia. A team from The Australian National University (ANU), 
led by Associate Professor Jiayu Wen, have developed their own AI 
model capable of accurately and quickly predicting how a gene might be 
expressed based on its DNA sequence.

Photo by National Cancer Institute on Unsplash
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This process takes advantage of the NCI 
Graphics Processing Units for maximum 
parallel performance, using up to 32 
simultaneously to further speed up the 
process. By conducting this prediction step 
computationally ahead of any experimental 
work, researchers can narrow the areas of 
interest and focus more time-consuming 
and expensive laboratory work on the most 
likely candidates they identify.

Associate Professor Jiayu Wen says, 
‘Our computational research group 
employs a variety of approaches to study 
gene regulation and expression. Artificial 
Intelligence is developing into a useful tool 
for scientists to investigate many more 
genome sequences than ever before and 

in new ways. This work we are doing flows 
through to bioinformaticians and health 
researchers, contributing to speedups and 
discoveries that will help support better 
health outcomes.’ 

Supercomputers such as NCI’s Gadi are 
crucial for developing these technologies, 
as they have much higher performance 
processors and significant memory 
capacity, making the training of large AI 
models much quicker and easier. As with 
other AI technologies around the world, 
this field has seen a huge growth in 
capability over recent years. Once only a 
scientific concept, the AI field now offers 
tangible and effective health improvements 
in clinical practice.

Members of the Wen research group, with Associate Professor Jiayu Wen second from left.  
Thank you to Associate Professor Jiayu Wen and Ke Ding (ANU) for their input into this case study.
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Case study #2 
Quantum computing 
and supercomputing 
– advancing science 
together
Recent technological advances have made quantum computers a 
reality. Guided by supercomputing simulations and incredible hardware 
developments, the first commercial quantum computers are now being 
studied and integrated into scientific workflows for the future.

A portion of the IBM quantum computer. Image from Graham Carlow for IBM.
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Researchers from the University of 
Melbourne’s IBM Quantum Hub use NCI’s 
Gadi supercomputer across various quantum 
computing projects, delivering new insights 
into quantum computer technology’s 
challenges, barriers and possibilities. 
The potential of quantum computers to speed 
up computing is clear. Quantum computers 
are already being incorporated into aerospace, 
materials design and logistics optimisation 
in the context of real-world problems. While 
quantum computers may one day perform 
better than supercomputers on specific 
problems, quantum computers will from the 
outset need supercomputers for developing, 
testing and operating quantum systems.

Professor Lloyd Hollenberg from the IBM 
Quantum Hub says, ‘Supercomputers 
and quantum computers may well be the 
perfect companions to enable new kinds 
of simulations and science. We currently 
use the Gadi supercomputer in quantum 
algorithm development, data processing 

and handling, error mitigation and quantum 
program optimisation. Among other 
things, supercomputing helps us develop 
better and more useful ways of using 
quantum computers.’

Supercomputers and quantum computers 
are so interconnected that IBM is now 
building high-performance computing 
servers directly interfacing with the quantum 
computer hardware. Hybrid solutions like 
this help handle error mitigation through 
dedicated optimisation algorithms.

Quantum computers present several 
potential advantages for scientific 
computing in the coming years. These 
computers could provide specific results 
faster, with higher quality, while using 
considerably less energy than similarly 
powerful supercomputers. In the future, 
quantum computers and supercomputers 
will work together to enable new kinds of 
scientific and industrial inquiry.

Thank you to Prof Lloyd Hollenberg and Harish Vallury (University of Melbourne) for their input into this case study.
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Case study #3 
Localised climate data 
to support adaptation 
and mitigation planning
NCI is helping Australian State and Territory governments gain valuable 
insights into localised climate change impacts, thanks to high-resolution 
simulations led by the NSW Department of Planning and Environment 
(NSW DPE).

The NSW and Australian Regional Climate 
Modelling (NARCliM) project, designed and 
led by NSW DPE with UNSW and Murdoch 
University, and in collaboration with the ACT, 
SA and WA Governments, will provide local-
scale climate data to governments, planning 
agencies, industry and academia. This high-
impact research will help shape policy.

The simulations are created using NCI’s 
high-performance computing, big data 
infrastructure and science expertise. NCI 
also offers the reference data collections, 
the computing power and the storage space 
to facilitate the development and use of 
the NARCliM2.0 simulations. As well as the 
underpinning infrastructure, NCI provides 
the software development expertise to 
enable robust, innovative science. Photo by NASA on Unsplash
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With the second generation currently 
in development, NARCliM 2.0 will use 
the latest climate scenarios from the 
Intergovernmental Panel on Climate 
Change to simulate projected changes in 
local climate for South-East Australia at 
4-kilometre resolution and for Australasia 
at 20-kilometre resolution.

Dr Giovanni Di Virgilio from NSW DPE says, 
‘These simulations will be used across 
government for policy aimed at mitigating 
and adapting to climate change impacts. 
For example, management of threatened 
species at the scale of a national park in 
a changing climate requires a product like 
NARCliM2.0. NARCliM2.0 is a scientific 
and technical advancement over earlier 
generations, and the NCI computing and 
data resources, as well as their scientific 
and technical expertise, are absolutely vital 

to helping to make this project happen. 
On top of this, NCI will act as the initial host 
of the 15 Petabyte NARCliM2.0 dataset, 
to be used by groups across the country 
for years to come.’

Mr Perry Wiles from the ACT Environment, 
Planning and Sustainable Development 
Directorate says, ‘The ACT is an end-user 
of the NARCliM data and has been 
working with the NSW Government on this 
important project since 2011. The outputs 
are critically important for the ACT in 
areas such as water use planning, drought 
planning, and for federal government 
climate risk assessments.’

Collaboration across borders and 
institutions will be required to develop 
and test simulations as the complexity 
of climate models increases.

A visualisation of weather patterns over the east coast of Australia using data from the NARCliM2.0 dataset. 
Image by the NCI VizLab. Thank you to Dr Giovanni Di Virgilio (NSW DPE), Perry Wiles and Sarah Gilbert 
(ACT Government) for their input into this case study.
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Case study #4 
Powering a genomics 
revolution for Australia
Patients suffering from any confirmed, advanced or metastatic cancers 
have limited treatment options and few ways to find them. The PrOSPeCT 
project – Precision Oncology Screening Platform Enabling Clinical Trials – 
promises to make connecting patients with treatments easier and discover 
new cancer drugs faster, by leveraging the power of the human genome. 
Funded in part through the Department of Health’s Modern Manufacturing 
Initiative and led by not-for-profit genomics company OMICO, NCI is one 
of the foundational partners helping to deliver significant opportunities 
in cancer treatment alongside Roche Australia and the Children’s Cancer 
Institute of Australia.

Photo by DIGITALE on Unsplash
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PrOSPeCT is a game-changing opportunity 
to provide therapies to cancer patients and 
drive drug development. Through expanded 
access to clinical trials, more patients can 
receive lifesaving care. By leveraging the 
power of genomic sequencing alongside 
clinical and long-term observational 
data, Australian patients can receive 
more personalised medicine. Critical to 
delivering this service is NCI’s critical data 
infrastructure accompanied by adaptive 
and high performance workflows. NCI 
offers a sustainable and cyber secured 
solution combining data storage, computing 
performance, expert stewardship and data 
sovereignty protection.

With around one petabyte of genomic 
data estimated to be collected through the 
PrOSPeCT project, NCI’s ability for large-
scale data storage and data analysis makes 
the ensuing research and commercial 
drug development steps possible. Patient 
data will remain safely stored on site, with 
users accessing it in a secure, controlled 

environment. The data would not need 
to leave the facility, but controlled access 
could be provided for clinical trials and 
drug development.

Dr Warren Kaplan, NCI Science Lead 
(Genomics and Biomedical Data), says, 
‘PrOSPeCT is a tremendous step forward 
for cancer treatment. Around 23,000 
Australians with advanced or incurable 
cancers will receive free genomic profiling, 
providing new hope for finding treatment 
paths – all at no cost to the patient. 
Additionally, PrOSPeCT will significantly 
accelerate cancer drug development and 
better unite research institutes, industry 
partners and government bodies.’

NCI’s contributions to this project support 
improved medicine for cancer patients and 
further develop Australia’s ability to treat 
other genetic diseases too. Advances in 
data management and controlled access 
protocols will also be critical steps in 
handling sensitive data in the future.

Thank you to Dr Warren Kaplan (NCI) for his input into this case study.
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Case study #5 
Getting to the core 
of cell biology
Through high-performance computing and experimental collaborations, 
researchers are revealing some of the fundamental behaviours of human 
cells. PhD candidate YieChang Lin and Professor Ben Corry from The 
Australian National University are part of an international collaboration 
that has discovered how a protein (called PIEZO), central to human touch 
sensations and developmental processes, is controlled inside the cell. 
This work has implications for future drug design and helps us better 
understand potential mechanisms underlying human lymphatic disease.

ANU researchers conducted molecular 
dynamics simulations using NCI’s Gadi 
supercomputer to get a full picture of the 
interactions taking place in the protein 
PIEZO at the molecular level. By combining 
the experimental results with the simulation 
data, the researchers discovered a distinct 
protein subunit which controls PIEZO.

Supercomputer simulations are the only way 
to observe molecular interactions in detail. 
These simulations provide strong evidence 
of the mechanisms through which proteins 
react to drugs and other compounds in the 
body. Gadi helps researchers expand on and 
verify their results.

YieChang Lin says, ‘It’s a real privilege to help 
grow our understanding of the fundamental 
mechanisms of the human body. Routinely 

simulating very large proteins with a rapid 
turnaround on the NCI supercomputer is 
amazing, and the potential for discoveries 
in this space in coming years is huge.’

Researchers are now using optimised 
software packages running on Graphics 
Processing Units (GPUs) at NCI to get much 
higher performance and much quicker results. 
In the future, they are looking to incorporate 
Artificial Intelligence techniques into their 
workflows to help predict the potential effects 
of drug interactions ahead of conducting 
specific biophysical simulations.

Researchers hope these scientific 
advancements will improve the health outcomes 
for Australians by controlling how the PIEZO 
protein operates, and how it affects brain, 
lung and blood vessel function, plus more.
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YieChang Lin, second from the left, with other members of the research group. Thank you to YieChang Lin and 
Prof Ben Corry (ANU) for their input into this case study.

The MDFIC protein in pink binding with PIEZO, as seen through molecular dynamics simulations.
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Case study #6 
Success for geophysics 
modernisation project 
at NCI
Understanding the structure and composition of the Earth beneath our 
feet is becoming easier thanks to the delivery of a major project from 
NCI. The 2030 Geophysics Collections project, led by NCI with NCRIS 
partners AuScope, the Australian Research Data Commons (ARDC) and 
the Terrestrial Ecosystem Research Network (TERN), is a noteworthy 
achievement that will support nationally significant research for many 
years into the future.

Geophysical data has been collected 
in Australia for decades, with probes, 
sensors and satellites constantly providing 
information to scientists about the 
composition and structure of Australia’s 
surface and subsurface. This data is 
beneficial to society in many areas including 
energy and mineral exploration, urban 
development, infrastructure planning, 
geohazard mitigation, environmental 
monitoring and agriculture. As datasets 
grow, researchers learn more about the 
formation and evolution of the Australian 
landmass; the structure and composition 

of Earth’s crust, mantle and core; and the 
geological history of our mountains, rivers 
and deserts. Through this project, NCI has:

•	 secured and modernised national 
scale AuScope-funded AusLAMP 
Magnetotelluric (MT) time series data 
and metadata with high-performance 
international data standards,

•	 enabled processing, analysis and 
modeling at scale using mirrored 
data from the AusPASS Australian 
Passive Seismic server on NCI’s 
Gadi supercomputer,
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Scientists deploy AuScope-enabled geophysical Earth imaging instruments on Adnyamathanha Country as part of 
the University of Adelaide-led Curnamona Cube geophysical Earth imaging program. Photo: Jarred Lloyd.

•	 established secure storage of new 
next-generation Distributed Acoustic 
Sensing datasets now being collected 
by AuScope,

•	 created powerful and simple-to-use 
software environments for geophysics, 
data science and AI/ML research 
that integrate thousands of pre-built 
Python, Julia and R libraries, providing 
a fluid experience in geophysical data 

processing, analysis and modelling on 
High-Performance Computing (HPC),

•	 provided open-source geophysics 
applications that support parallel 
computation on Gadi, and

•	 developed the open source 
Magnetotelluric time series data 
publication software to rapidly generate 
standardised MT processing on HPC.
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Photo by Hamish Weir on Unsplash
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A large number of geophysical data 
collections, previously stored in disparate 
locations around Australia, as well as 
virtual environments and software tools for 
geophysics, are now available to the entire 
research community. Storing data in this 
way, with significantly enhanced metadata, 
organisation and ongoing management, 
will provide the geophysics research 
community access to highly performant, 
national scale datasets at NCI for many 
years to come.

AuScope Director of Research Data Systems 
Dr Rebecca Farrington says, “Prior to this 
project, geoscience researchers were unable 
to adequately handle and analyse the highly 
valued data being collected across Australia 
at its highest resolution. This was also 
identified as a key risk for AuScope’s plans 
for the future, as data continues to grow in 
size and complexity as new instruments and 
new data types come online.”

“By partnering with NCI, we now have 
online access to the data, combined with 
management and curation of the underlying 
software layers, so that researchers can 
perform their analyses using the tools they 
need, and without technical hassles or 
hurdles. For example, geophysical survey 
data from the field can now be brought to 
NCI and processed in a matter of minutes 
compared to days or weeks in the past. 
This capability has already sparked interest 
from researchers and industry around 
the world.”

NCI Deputy Director, HPC and Data 
Innovation, Dr Ben Evans says, “This project 

has provided Australian researchers access 
to a world-class computational and data 
science digital environment and platform 
suitable for future research in geoscience. 
This includes the integration of a diverse 
range of scientific software, the assembling 
of high-quality datasets within an HPC 
environment, and supporting collaborative 
research across the country. This allows 
researchers to efficiently create their 
own workflows that are tailored to their 
specific use-cases which leads to greater 
research innovation.”

The outcomes of the 2030 Geophysics 
Collections project are a testament 
to NCI’s ability to provide powerful 
research infrastructure to whole research 
communities through the integration of 
our supercomputing, data storage, data 
collections management and software 
development expertise. Supporting 
geophysical research in this way is only 
possible thanks to the unique infrastructure 
and expertise that NCI provides.

Thank you to Dr Rebecca Farrington (AuScope), 
Dr Lesley Wyborn (AuScope/NCI), Dr Ben Evans 
and Dr Nigel Rees (NCI) for their input into this 
case study.
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Case study #7 
Five years of earth 
observation data
NCI has been a core part of delivering the Australasian Copernicus 
Regional Data Hub (the Hub) alongside Geoscience Australia for the past 
five years. Operated by Geoscience Australia on behalf of the Australian 
government and state government partners, NCI is the service provider, 
handling the data storage, ingest and distribution infrastructure for the 
Hub. The Hub has been a game-changing data sharing initiative for 
environmental management and Australian data management expertise.

Data in the Copernicus Hub is collected by 
a constellation of Sentinel satellites from 
the European Union’s Space programme, 
orbiting the Earth and imaging the ground 
and the oceans with an array of different 
cameras and instruments. The Australasian 
and Pacific portion of the complete 
data set, covering almost a quarter of 
the globe, makes up the 6 Petabytes of 
the Hub, and is constantly updated with 
new images streaming down every day. 
Getting this data to Australia from their 
European headquarters has been one of 
the largest single data transfer projects ever 
undertaken in Australia. The collection is 
growing at a rate of around 3 Terabytes per 
day, or one Petabyte per year.

Copernicus data is used by Geoscience 
Australia, land management agencies, 
environmental scientists and state 
governments to understand the condition 
of our region’s landscape. It is helping us 
understand soil moisture contributions 
to bushfire risk, year-on-year changes 
to the Australian coastal landscape and 
even underground mineral resources. 
The opportunities and potential for 
incorporating this data into operational 
practices are huge.

Geoscience Australia Hub Engineer 
Mike Peters says, “One of the biggest 
achievements of the Hub over the past five 
years has been to establish a robust data 
sharing and data management model for 



31

NCI ANNUAL REPORT 2022–23

Enabling science and technology impact

the Earth observation community. The Hub 
is a continuation of decades of Earth 
observation in Australia going back to the 
1970s, and it has become an incredible 
resource for science and environmental 
management around the country.”

State Governments are now using 
Copernicus data as a source of the latest, 
high-quality environmental information for 
use in the operational monitoring of land 
clearing, bushfire regrowth and drought 
management. The success of the Hub 
highlights the demand for Earth observation 

data, and just how impactful it is to have 
a centralised, well-managed repository of 
research collections in the Australian region.

With the Hub’s steering committee agreeing 
to continue the Hub for another five years, 
Geoscience Australia and NCI are now 
preparing for the next generation of the 
Hub, with modern best-of-breed software 
platforms replacing the original legacy 
system. Together, the two organisations 
have built not just a data repository but a 
model for public access to research data 
for users in Australia and across our region.

The northern coast of the Pilbara region in Western Australia, captured by the European Union’s Copernicus 
Sentinel satellites and processed by the European Space Agency.

(ESA, CC BY-SA 3.0 IGO). Thank you to Dr Mike Peters, Dr Michael Hope (Geoscience Australia) and Andrew 
Howard (NCI) for their input into this case study.
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Case study #8 
A new platform for 
innovative Australian 
research

A protein as imaged by an electron microscope. Thousands of individual images are combined to form a 
3D model of the protein. Image from the ANU Centre for Advanced Microscopy.

Researchers require easy-to-use, optimised platforms. NCI has created 
the Australian Research Environment (ARE), a web-based portal that allows 
researchers to access pre-configured, discipline-specific software spaces 
on NCI’s supercomputing and data platforms.
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Research groups can now create their own 
research environments on ARE, with the 
exact set of software packages, data and 
tools their discipline needs. Others in 
the same field can then access those 
environments and, with minimal training, 
start analysing their scientific data. ARE is 
already being used to run robust climate 
simulations, process geophysical data, 
analyse electron microscope images and 
much more. With access to NCI’s Gadi 
supercomputer, Nirin cloud computer 
and 100+ petabyte data storage systems, 
ARE provides a graphical virtual interface 
to high-performance research tools.

One facility that extensively uses ARE is the 
Centre for Advanced Microscopy (CAM) 
at The Australian National University. 

It operates high-resolution electron 
microscopes using the 2017 Nobel 
Prize-winning technology cryo-electron 
microscopy (CryoEM), taking images of 
proteins as small as a few nanometres.

The data engineer, Chung-Han Tsai from 
CAM, says, “ARE creates a stable and 
powerful scientific virtual environment 
for our many users and provides simple 
access to the latest technologies such as 
GPUs for AI models, graphics acceleration 
and visualisation.”

ARE is a unique platform that gives 
researchers a single entry point into 
all NCI’s computing and data services. 
The platform is incredibly accessible 
to all scientists.

Thank you to Chung-Han Tsai (ANU) for his input into this case study. Team of Centre for Advanced Microscopy. 
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Case study #9 
A unique gathering of 
the HPC, AI and data 
science community
In June 2023 two hundred high-performance computing, data science 
and Artificial Intelligence researchers from more than 40 organisations 
and 6 countries came together in Canberra to share their experience in 
computational and data science.

The Australasian Leadership Computing ALCS 2023 offered scientists the 
Symposium (ALCS) 2023, co-organised by opportunity to learn from other disciplines 
NCI Australia, the Pawsey Supercomputing including Earth System Science, Molecular 
Research Centre and New Zealand eScience Simulation and Bioinformatics, Astronomy, 
Infrastructure, was a significant gathering of Computational Fluid Dynamics, 
research communities to share knowledge Engineering and Physics, and Arts 
and discuss big questions about future and Social Science.
technology and scientific advancement.

A highlight of the conference was the 
ALCS 2023 is Australasia’s research signing of a Memorandum of Understanding 
supercomputing users’ forum, as well as a between NCI, Pawsey and the Australian 
flagship promotion of High-Performance Research Data Commons. Together, the 3 
Computing and Data (HPCD) and artificial facilities agreed to manage, continue to 
intelligence (AI), powered by national develop and maintain the Digital Research 
infrastructure at scale in Australasia. Skills Australasia national training registry. 
The symposium gathered a multidisciplinary This online registry of training events, 
mix of scientists for collaborative, technical materials and trainers helps scientists find 
and network building sessions across three courses and develop their skills in digital 
days, with the pre-event training day. research methods.
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ALCS2023 was a showcase of the best of the Australian and New Zealand HPC, AI and Data 
Science community, enabling discussions and collaborations to improve the future direction 
and impact of Australia’s science and technology.

The ALCS 2023 event taking place in the Shine Dome in Canberra.
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Supporting Australia’s 
research ecosystem
NCI provides the computing and technology foundation that Australia’s 
diverse research ecosystem relies on to produce life-changing discoveries. 
National science bodies, universities, research infrastructure platforms 
and state governments all conduct their work and offer services using 
NCI’s unique integrated data and computing environments.

Photo by Ivan Bandura on Unsplash
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As a federally funded research infrastructure 
platform, NCI is an investment that 
underpins nationally significant science. 
Researchers across the scientific spectrum 
access NCI for support in computational 
performance, data storage, analysis-ready 
datasets, scientific visualisation, training 
and expertise.

The Australian government supports NCI 
through the Department of Education’s 
National Collaborative Research 
Infrastructure Strategy (NCRIS) and 
the scientific community through the 
NCI Collaboration. This longstanding 
collaboration comprises national science 
agencies CSIRO, the Bureau of Meteorology 
and Geoscience Australia; leading research 
universities, including The Australian 
National University and the University of 
New South Wales; and medical research 
institutes such as the Garvan Institute of 
Medical Research, the National Centre for 
Indigenous Genomics and the Victor Chang 
Cardiac Research Institute.

In 2022–23, the University of Newcastle 
joined the growing group of 14 Collaborators 
and 20 additional research institutions with 
a formal contract with NCI. On top of this, 
NCI is looking forward to welcoming the 
NSW Government’s Department of Planning 
and Environment as a Major Collaborator in 
the second half of 2023.

Alongside the university and science 
agencies forming the NCI Collaboration, 
the NCRIS network of research 
infrastructure facilities relies heavily on 
the robust foundation that NCI provides. 
NCI’s computing and data platforms, 
significant managed data collections and 
range of support services help NCRIS 
capabilities deliver on their important 
missions. Close partners include AuScope 
(geophysics), the Terrestrial Ecosystem 
Research Network (TERN – environmental 
monitoring), the Australian Earth-System 
Simulator (ACCESS-NRI – weather and 
climate modelling), the Integrated Marine 
Observing System (IMOS – marine 
science), Astronomy Australia Limited 
(AAL – radio and optical astronomy), 
BioPlatforms Australia (BPA – health and 
biology) and the Atlas of Living Australia 
(ALA – biodiversity tracking).

NCI also works as one of NCRIS’s Data and 
Digital eResearch Platforms, made up of the 
Pawsey Supercomputing Research Centre, 
the Australian Research Data Commons 
(ARDC), Australia’s Academic and Research 
Network (AARNet) and the Australian 
Access Federation (AAF). This group 
provides access to computing, data, 
training and technical support for NCRIS 
capabilities and the broader Australian 
research landscape.
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Providing the solutions 
that Australia needs 
through Flagships
During the Australasia Leadership Supercomputing Symposium in 2023, 
NCI announced Science and Technology Flagships. NCI committed 
to supporting research in, climate and geoscience, bioinformatics 
and artificial intelligence (AI). Each of these relies on the integrated, 
multi-technology platform that is uniquely available at NCI: ultra-large 
curated data collections sitting alongside the world-class Gadi 
supercomputer, the powerful Australian Research Environment cloud 
computing platform enabling code development, data analysis and 
greater technology adoption, and support services including user training, 
domain expert helpdesk and a visualisation team.

NCI Science and Technology Flagships
Targeted, critical-mass expertise that enables strategic national science capability

Artificial Intelligence 
Technology Flagship

Biomedical and 
Genomics Science 

Flagship

Climate, Weather and 
Geosciences Flagship
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At NCI, we observed the integration 
of AI with supercomputing empowers 
scientists and researchers to push the 
boundaries of knowledge and solve complex 
problems that were once infeasible across 
many domains. Harnessing AI’s power, 
NCI researchers design and train optimised 
deep neural network architectures to predict 
gene expression from recent millions 
of possible gene promoter sequences. 
Adopting the concept of ChatGPT, 
NCI researchers have created a tailored 
GTP for Science, a conversational model, 
to revolutionise scientific inquiry, blend 
deep knowledge with an advanced large 
language model, and catalyse a new era of 
accelerated scientific discovery with AI.

The meteoric rise in AI is fuelled by the 
computational power that enables large 
statistical models to be computed quickly. 
Collaboration and supercomputing go 
hand in hand in AI development. NCI’s Gadi 
platform has seen exponential growth and 
demand for AI applications. Our AI flagship 
empowers users with optimised libraries, 
debugging environments, benchmark 
datasets, and customised training. NCI has 
been working with our user community 
on this exciting journey as we unlock the 
potential and shape the future of science, 
technology, and business in Australia 
and beyond.

A decade ago, the first human genome 
gifted mankind a shared resource. Now, 
with a million-fold improvement in speed 
and cost, genome sequencing has exploded, 
leading to thousands of sequenced 
genomes in research. Despite this, only a 

tiny fraction of a genome’s data is used 
in each discovery or patient diagnosis. 
NCI Australia is helping to tackle this 
challenge under the bioinformatics flagship. 
We’re building the National Genomics 
Repository to house Australia’s genome 
cohorts, and developing a genomics 
workflow service that keeps the data 
relevant and accessible, through PrOSPeCT, 
the $185 million Precision Oncology 
Screening Platform enabling Clinical Trials. 
NCI with its consortium partners will deliver 
a Real World Dataset combining genomic 
and clinical data from 25,000 Australian 
cancer patients.

NCI’s flagship in climate, weather and 
geosciences, brings together collaborators 
from peak research universities, ARC 
Centres of Excellence, and Federal and 
State government agencies. This flagship 
will share the most recent advances in 
knowledge of our Australian Earth System, 
generating faster results, and analysing 
performance at the largest scale and 
highest resolution possible. Research 
is undertaken to help science better 
understand all timescales and spatial 
scales, including from the distant past 
encoded in our geophysical records, to our 
dynamical weather patterns, through to 
predicting our future climate scenarios. 
These new advances will also improve 
weather forecasts, preparing for bushfires 
and coastal impacts. Improved science 
across timescales and spatial scales will 
also help the nation better understand the 
resources hidden underneath the Australian 
landscape and, increasingly, how local 
communities are affected.
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Accessing unique 
and powerful 
infrastructure
NCI allows researchers and computational experts from around 
Australia and the region to easily access supercomputing resources, 
data storage and cloud computing capabilities for data analysis. 
We provide access through several mechanisms – national merit allocation 
schemes, the NCI Collaboration, ARC Centre of Excellence Flagship 
programs, and commercial contracts. We aim to provide a powerful and 
simple-to-use platform so researchers can conduct their science as 
efficiently as possible.

Each year NCI’s growing collaboration 
of national science agencies, research 
universities and medical research institutes 
gives thousands of researchers access 
to the data and computing platforms they 
need to produce nationally significant work. 
In total, NCI supports 34 institutions through 
various formal access agreements.

During 2022-23, NCI allocated a large 
proportion of computing time to the 
Australian research community through 
merit allocation schemes – the National 
Computational Merit Allocation Scheme, 
the Australasian Leadership Computing 
Grants, and the Adapter Allocation 
Scheme. Across the merit-based portion 

of NCI’s allocations during this financial 
year, NCI allocated more than 506 million 
units of computing time to the most 
deserving researchers from across the 
scientific spectrum.

The merit allocation schemes allow any 
Australian researcher to access computing 
time and storage at NCI. Independent 
merit assessment committees review all 
proposals to ensure the most worthy and 
technically suitable proposals can access 
the resource. Supported by investments 
from the Department of Education NCRIS, 
these schemes underpin hundreds 
of projects and millions of dollars of 
research funding.
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Photo by Ousa Chea on Unsplash

The broadest allocation scheme on offer 
at NCI is the National Computational 
Merit Allocation Scheme. This scheme is 
offered annually, is open to researchers 
nationwide, and is jointly managed by 
NCI and the Pawsey Supercomputing 
Research Centre. In 2023, more than 800 
million hours of computing time across 
both centres were distributed to 146 
research groups. 135 groups received 
328 million hours of computing time on 
Gadi. These extensive hours highlight 
the extent to which researchers require 
NCI’s integrated computing, data and 
analysis services.

The Australasian Leadership Computing 
Grants cater to the country’s most 
significant, most ambitious computational 
science. The grants allocate 3 projects 
with 135 million units of computing time to 
perform computational studies at the limits 
of what is possible in Australia.

NCI’s newest scheme, the Adapter Allocation 
Scheme, has now conducted 6 quarterly 
rounds of allocations. In total, 254 research 
groups have successfully applied for small 
grants to access supercomputing time and 
hone their skills in world-class infrastructure. 
Importantly, the Adapter Scheme provides 
a platform for early career researchers 
(ECRs) to develop their talents: 30 of the 
53 successful Quarter 3 2023 recipients 
were ECRs from a wide range of scientific 
domains. In total, around 55 million units of 
computing time have been allocated through 
the Adapter Scheme during 2022-23.

Merit allocation schemes at NCI open 
high-performance computing to researchers 
nationwide, regardless of their institutions. 
These schemes directly support Australian 
computational scientists, from the most 
ambitious team to early career researchers 
just starting out. By supporting the entire 
community, we help grow Australian science.
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The technology: the 
Gadi Supercomputer, 
Nirin Cloud and 
Filesystems

Photo by Markus Spiske on Unsplash

NCI’s unique technology mix provides powerful and expansive computing 
closely integrated with extensive data storage capabilities. In 2022–23, 
NCI continued to tie together data and computing technologies 
to enable extensive, innovative and creative science to flourish. 
Today’s supercomputing projects are also big data projects, processing, 
creating and sharing data outputs as a central feature of their scientific 
process. NCI’s system architecture makes those research workflows 
more powerful than ever.

Gadi is one of the most powerful 
supercomputers in the country, supporting 
thousands of Australian researchers 
through a combination of Central 
Processing Units (CPUs) and Graphics 
Processing Units (GPUs). Gadi was 
expanded this year with a mid-cycle upgrade 
comprising 1,440 additional CPUs of Intel’s 
world-leading Sapphire Rapids processors. 

As a global HPC leader, NCI was one of 
the first supercomputing facilities in the 
world to make this processor available to 
researchers. The processor added 74,880 
processor cores and more than 360 
terabytes of memory to the Gadi system. 
With this new capability the hardware has 
already improved performance by 40% for 
large climate simulations.
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The NVIDIA DGX GPU nodes that NCI 
installed last year have been heavily 
used, particularly for the ever-increasing 
Artificial Intelligence workflows that 
research users are transitioning towards. 
These carefully optimised systems combine 
8 GPUs into a single package for ultra-fast 
parallel performance (see the case study 
on ‘Deep learning for genome science 
on page 18’).

Cloud computing at NCI continues to 
grow and evolve, with increases in storage 
capacities and software functionality over 
the past year. Notably, the Nirin cloud 
computer underpins discipline-specific 
software environments, data processing 
and analysis workflows and visualisation 
projects. It plays an essential role at the 
interface between high-performance 
computing and data, providing a valuable 
space for exploration, code preparation 
and data post-processing. Built atop Nirin, 
NCI has created the Australian Research 
Environment (ARE), a way for researchers to 
access data collections, Nirin and Gadi from 
a simple graphical interface. ARE enables 

new possibilities for research tools and 
environments (read more in the case study 
‘A new platform for innovative Australian 
research’ on page 32).

NCI continues to enhance our high-
performance data storage systems, with 
the 20-petabyte Gdata6 filesystem now fully 
operational. This storage caters to the needs 
of growing cohorts of researchers including 
genomics and Artificial Intelligence. 
Supporting both the Gadi supercomputer 
and the Nirin cloud computer, and services 
like the ARE (see case study ‘A new platform 
for innovative Australian research’ on page 
32) which run across all the platforms, this 
storage ensures seamless, flexible access 
to valuable data collections by NCI users no 
matter the system they are using.

NCI’s technical innovations enable 
researchers to pursue bigger and more 
ambitious projects. Access to world-
class processors, highly flexible research 
environments and huge data collections 
are giving Australian scientists the ideal 
platform to conduct intensive and life-
changing research every day.
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Leveraging the 
technology: our curated 
data collections and 
data services

Photo by USGS on Unsplash

NCI’s hardware platforms and the data they store are an accessible and 
essential part of Australia’s science.

NCI ensures that all public data collections metadata, quality assurance and data 
align with the FAIR data standards – modernisation. This year NCI focused on 
findable, accessible, interoperable and improving programmatic access to data 
reusable. Maintaining accessible data through data indexing, making data easier to 
means placing a heavy emphasis on find and analyse.
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Additional data collections added to 
the NCI repository in 2022–23 include 
collections of satellite data from the Bureau 
of Meteorology and Geoscience Australia. 
Contributing to the new Climate, Weather 
and Geosciences Science Flagship, these 
widely used data collections fill many 
different research and industry needs across 
land management, resource exploration and 
environmental and climate monitoring.

This year NCI also added data collection 
to support Artificial Intelligence (AI) 
research: several image sets including the 
popular ImageNet database of images 
used for computer vision training are now 
available to researchers. Thanks to NCI’s 
data modernisation, quality assurance 
and metadata handling, total public 
collections – covering climate and weather, 

Earth observation, genomics, astronomy and 
AI – now contain well over 12 petabytes of 
easily browsable, searchable and usable data.

NCI also offers the research community a 
dedicated visualisation team, the VizLab. 
The VizLab is a group of scientific 
programmers working at the intersection 
of coding, science, and video special effects. 
This year the VizLab have led significant 
projects to showcase east coast climate 
data from the NARCliM simulations and have 
worked with Australian Antarctic Division 
researchers to visualise sea-ice melt.

By leveraging the underpinning technology 
to greater effect, NCI provides researchers 
with more possibilities and research tools. 
Thus, NCI provides leadership to guide 
scientific innovation for Australia.

A still from an NCI visualisation simulating interactions between the Southern Ocean and the Antarctic Ice Sheet. 

Image from the NCI VizLab.
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All about the code: 
computational science 
enhancements
Research is most effective when science instruments are powerful, 
capable and scalable. In the case of computational science, 
the instruments are software platforms, virtual environments and data 
repositories. Each year NCI focuses on ensuring these spaces are as useful 
as possible, enabling more creative, innovative and impactful science. 
NCI helps create robust data collections that are useful to communities.

By expanding the Australian Research 
Environment (ARE) platform, NCI can 
offer new virtual research environments 
to users, including modern spaces for 
climate scientists to collaborate and 
run simulations. Allowing the Bureau of 
Meteorology to run the UK Meteorological 
Office’s world-class suite of weather models 
directly has made the deployment and 
development of shared codes much easier. 
These upgrades, using workflow systems 
such as Rose-cylc, are helping to streamline 
the running of many climate models.

For climate scientists, NCI is also actively 
investigating machine learning models 
with the potential for speedups in climate 
simulations in certain contexts. NCI has 
installed, tested and configured models 
including FourCastNeXt and IceNet as 

experimental research environments for 
climate scientists. In the coming years, 
NCI will continue to work with researchers 
to implement, optimise and fine-tune 
new software technologies. Over time, 
these technologies can move from 
experimental to operational, improving prior 
modelling processes.

Enhancements to software tools are 
also happening in the life sciences. 
Our Biomedical and Genomics Data 
Flagship guides software directions and 
our collaborations across the medical 
research community. Through the Human 
Genomes Platform Project, we are helping 
to develop best practice technologies for 
human genome data sharing in Australia. 
This project, pulling in expertise from across 
the research infrastructure landscape, 
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is now deploying dedicated tools for 
organisations to use when accessing and 
storing human genomes for research. 
A significant effort is required behind the 
scenes to optimise data storage protocols, 
access policies and analysis tools.

NCI continues to enable new ways for 
researchers to access and share existing 
genomic datasets. Through the Bring Your 
Own Data project led by the Australian 
BioCommons, we are building a suite of 
software and workflow environments that 
enable highly accessible, available and 
scalable data sharing, as well as collaborative 

data analysis. Online platforms provide well-
structured community spaces with software 
tools, data and user support on hand.

NCI works to enhance the capabilities 
of Australian science by providing an 
additional, streamlining layer of software 
environments and tools. By building 
new possibilities for using our services, 
researchers can conduct previously 
impossible or complex work simply. 
By removing research barriers and 
taking software to new places, we are 
playing a key role in advancing nationally 
significant science.

Photo by Walkator on Unsplash
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Connect and support 
the community with 
training and user 
experience oriented 
service
The biggest component of innovation is the workforce of scientists 
producing it. To continue to enable discovery and scientific advancement 
in Australia, NCI is investing heavily in training for our users. In 2022–23, 
more than 2,600 researchers attended NCI training sessions, developing 
their skills and knowledge across HPC, data science, AI and Machine 
Learning, cloud computing and much more.

Through introductory courses and simple 
training modules, researchers new to NCI 
and high-performance computing have 
received rapid upskilling, setting them up for 
efficient use of the infrastructure available 
as soon as possible. Advanced courses 
have focused on specialised techniques 
across several different disciplines. 
Delivered for NCI users by Intersect 
Australia, Skills Sharpening courses helped 
researchers expand their competencies in 

new technical domains. AI and machine 
learning in science courses brought new 
computational techniques to researchers 
across astronomy, computational 
biology, materials science and natural 
language processing.

On top of regularly scheduled sessions, 
NCI also collaborated with NVIDIA to offer 
in-depth GPU Bootcamps and Hackathons. 
These training sessions allowed research 
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groups around Australia to spend a week 
with dedicated mentors and dive deep into 
optimising their software for GPUs at NCI. 
Teams produced outstanding results, 
increasing the performance of many codes 
by more than 20 times over a comparable 
CPU workflow. Areas of interest featured 
fluid dynamics, genomics, computational 
economics, and more.

Along with Intersect, NCI has also helped 
deliver a semester-long collaborative course 
for graduate students on drug design. 
This collaborative course features lectures 
from leading Australian researchers and an 
in-depth program taking students through 
real-life examples and workflows. These 
courses were well-attended and particularly 
supported early career researchers.

NCI’s HPC-AI Talent Program launched 
this year and also supports 10 early career 
researchers to extend their science with 
greater access to computing resources 
and financial support. These researchers, 

chosen from 96 Australian and New 
Zealander applicants, are already 
producing innovative science and growing 
their technical expertise at a time when 
computing skills are in huge demand 
around the country.

NCI also offer an expert-staffed helpdesk 
and significant documentation resources 
to support users. Extensive guidance 
about hardware specifications, software 
availability and usage instructions 
make it easy for users to find the 
information they need to start their work. 
The helpdesk plays a crucial role in 
installing, testing and updating hundreds 
of software applications for use by 
the user community.

To build an effective and capable workforce 
of Australian scientists, we need to ensure 
they have the technical skills to use the big 
data and computing resources available. 
NCI provides training and support to enable 
researchers to do their best work.

The NCI–NVIDIA OpenACC Hackathon 2023, with 11 participating teams sharpening their skills on GPU code 
optimisation and efficiency.
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Organisational 
Structure and the NCI 
Advisory Board
NCI’s organisational structure reflects the 3 tentpole domains of our work: 
our users, our platforms and our innovative services. This structure allows 
NCI to build increased capacity in growing areas of the organisation and 
better serve users through more targeted delivery of services.

In this structure, 3 divisions, each led by a Deputy Director, report to the NCI Director. 
The 3 divisions are:

•	 Business Development and User Engagement – communications, training, user support, 
event management

•	 HPC and Data Innovation – growth and development of data collections, data science, 
modernisation of software and visualisation

•	 Innovative Compute Environments – compute, cloud and data infrastructure 
management, development and security.

In addition, a growing Directorate comprising administrative, finance and executive staff 
provides support to the NCI Director and the broader organisation.

Governance
NCI is governed by The Australian National University on the advice of the NCI Advisory Board, 
which comprises:

•	 an independent Chair appointed by the Advisory Board

•	 the Director of NCI

•	 one member appointed by each of the Major Collaborators

•	 additional independent board members appointed on the basis of their expertise.
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Advisory Board Members

Dr Greg Ayers, FTSE 
Chair

Professor Sean Smith FAAAS 
NCI Director

Prof Keith Nugent 
ANU Deputy Vice-Chancellor 
(Research and Innovation)

Professor Elanor Huntington 
CSIRO, Executive Director 
Digital, National Facilities 
and Collections

Dr Gilbert Brunet FCMOS 
Bureau of Meteorology, 
Chief Scientist and Group 
Executive (Science and 
Innovation)

Dr James Johnson 
Geoscience Australia, 
Chief Executive Officer

Professor Grainne Moran 
UNSW Sydney, 
Pro-Vice Chancellor 
Research Infrastructure

Professor Melodie McGeoch 
LaTrobe University, 
School of Life Sciences

Dr Rosemarie Sadsad 
Evidentli, 
Head of Solution Delivery
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Financial Report

PREAMBLE
NCI is an organisational unit of The Australian National University (ANU). The ANU, 
as represented by NCI, administers numerous funding contracts that support the operations 
of NCI. In the interests of providing a comprehensive picture of the NCI operation, a financial 
report consolidating these funding contracts is presented.

Each funding contract is accounted for in a distinct account within the University ledger. 
The University facilitates and where appropriate acts on the NCI Advisory Board’s directions 
and resolutions on NCI matters insofar as they are consistent with the relevant contract and 
not contrary to University statutes and policies.

STATEMENT OF INCOME AND EXPENDITURE 
For the period 01 July 2022 to 30 June 2023

For the NCI collaboration and associated project accounts

NCI 
$

Income

NCI collaboration income 24,480,767
Other income (2,808,478)

Total income 21,672,289

Expenditure

Salaries and related Costs 9,858,629
Equipment – capital 18,756,887
Equipment – Non-capital 1,470,097
Utilities and maintenance 5,507,774
Travel, field and survey expenses 332,529
Expendable research materials 2,402
Contributions 68,250
Consultancies 829,227
Consumables 398,792
Internal purchases 14,141
Other expenses 173,404
Transfers to other (9,947,558)

Total expenditure 27,464,575

Surplus / (Deficit) (5,792,286)
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STATEMENT OF INCOME AND EXPENDITURE 
For the period 01 July 2022 to 30 June 2023

For the NCI HPC replacement account

HPC replacement 
$

Balance as at 1 July 2022 8,274,494

Income

Other income 234,062
Total income 234,062

Expenditure

Equipment – Non-capital 65,540
Utilities and maintenance (228,022)
Consumables 367,882
Other expenses 34,086

Total expenditure 239,486

Unspent balance as at 30 June 2023 8,269,069.73

Income:

79% NCI Collaboration and Contract Based Income 19% NCRIS

2% Other Project Income

Expenditure:

47% Equipment – Capital 24% Salaries & Related Costs

14% Utilities & Maintenance 11% Travel Field & Other Expenses

4% Equipment – Non-Capital
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NCI COLLABORATION INCOME
The NCI Collaboration enables many of Australia’s leading research-intensive universities and 
science agencies to collectively fund a capability beyond the capacity of any single institution. 
The Australian Government, through the Department of Education, together with our collaborating 
institutions (including ANU, CSIRO, Bureau of Meteorology, Geoscience Australia, UNSW, and a 
range of other research-intensive universities, medical research institutes, and consortia) fund 
a significant proportion of NCI’s operating costs. Operational funds from the Department of 
Education are received under the National Collaborative Research Infrastructure Strategy.

A small but growing proportion of NCI Collaboration income comes from the commercial 
sector. NCI recognises that innovative, research-intensive Australian businesses are important 
for Australia’s future economic success and so services commercial needs—especially in the 
Australian start up sector—when feasible and appropriate.

NCI also administers numerous grants and contracts outside of the NCI Collaboration and 
NCRIS agreements. These special purpose arrangements fund clearly defined projects, 
infrastructure and services that provide synergistic benefits not only to the NCI Collaboration, 
but also to the wider Australian research community and, through them, the nation.

EXPENSES
NCI, as Australia’s leading national research computing service, provides world-class, high-end 
services to Australia’s researchers. To achieve this, NCI invests heavily in our expert team and 
in high-performance computing and data storage infrastructure—these two factors drive NCI’s 
expenditure profile.

REVIEW/AUDIT
Each funding contract held by the ANU as represented by NCI has specific financial reporting 
and auditing requirements, and NCI, in conjunction with the University’s Finance and Business 
Services Division and Corporate Governance and Risk Office, acquits individual project funds in 
accordance with these requirements.

This consolidated statement has been reviewed and certify by the ANU Finance and Business 
Services Division. The ANU certifies that:

The statement accurately summarises the financial records of these grants and that these 
records have been properly maintained so as to accurately record the Income and Expenditure 
of these grants.
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The NCI Collaboration

Supported by

Major Collaborators

Collaborators
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Other Contracts

Double Precision

Merit Flagships

International Partners
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Vendors
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